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This short contribution presents the first paper in which Vapnik and Chervonenkis
describe the foundations of the Statistical Learning Theory [10]. The original paper
was published in the Doklady, the Proceedings of the USSR Academy of Sciences,
in 1968. An English translation was published the same year in Soviet Mathematics,
a journal from the American Mathematical Society publishing translations of the
mathematical section of the Doklady.1 The importance of the work of Vapnik and
Chervonenkis was noticed immediately. Dudley begins his 1969 review for Mathe-
matical Reviews [3] with the simple sentence “the following very interesting results
are announced.”

This concise paper is historically more interesting than the celebrated 1971 paper
[11] because its three page limit forced its authors to reveal what they consider es-
sential. Every word in this paper counts. In particular, the introduction explains that
a uniform law of large numbers “is necessary in the construction of learning algo-
rithms.” The mention of learning algorithms in 1968 seems to be an anachronism. In
fact, learning machines were a popular subject in the sixties at the Institute of Au-
tomation and Remote Control in Moscow. The trend possibly started with the works
of Aizerman and collaborators on pattern recognition [1] and the work of Fel’dbaum
on dual control [4]. Tsypkin then wrote two monographs [7, 8] that clearly define
machine learning as a topic for both research and engineering.

These early works on machine learning are supported by diverse mathematical
arguments suggesting that learning takes place. The uniform convergence results
introduced in the 1968 paper provide powerful tools to construct such arguments.
In fact, in their following works [12, 9], Vapnik and Chervonenkis show how the
uniform convergence concept splits such arguments in three clearly defined parts:
the approximation properties of the model, the estimation properties of the induc-
tion principle, and the computational properties of the learning algorithm. Instead
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1 A reproduction of this English translation of the 1968 paper follows this brief introduction.

1
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of simply establishing proofs for specific cases, the work of Vapnik and Chervo-
nenkis reveals the structure of the space of all learning algorithms. This is a higher
achievement in mathematics.

Whereas the law of large numbers tells how to estimate the probability of a sin-
gle event, the uniform law of large numbers explains how to simultaneously estimate
the probabilities of an infinite family of events. The passage from the simple law to
the uniform law relies on a remarkable combinatorial result (theorem 1 in the 1968
paper). This result was given without proof, most likely because the paper would
have exceeded the three page limit. The independent discovery of this combinato-
rial result is usually attributed to Vapnik and Chervonenkis [11], Sauer [5], or Shelah
[6]. Although this cannot be established with certainty, several details suggest that
the 1968 paper and its review by Dudley attracted the attention of eminent mathe-
maticians and diffused into the work of their collaborators.2 However, Sauer gives a
better bound in his 1972 paper than Vapnik and Chervonenkis in their 1971 paper.3

The combinatorial result of the first theorem directly leads to the best know
Vapnik-Chervonenkis theorem, namely, the distribution–independent sufficient con-
dition for uniform convergence. A detailled sketch of the proof supports this second
theorem. Although the paper mentions the connection with the Glivenko-Cantelli
theorem [2], the paper does not spell out the notion of capacity, now known as the
Vapnik-Chervonenkis dimension. However, the definition of the growth function is
followed by its expression for three simple families of events, including the family
of half-spaces associated with linear classifiers.

The third and final theorem states the distribution–dependent necessary and suf-
ficient condition for uniform convergence. The paper provides a minimal proof
sketch. The proof takes in fact seven pages in [11] and twenty-three pages in [9].

In conclusion, this concise paper deserves recognition because it contains the
true beginnings of Statistical Learning Theory. The work is clearly motivated by the
design of learning algorithms and its results have provided a new foundation for
statistics in the computer age.

2 Sauer motivates his work with a single sentence, “P. Erdös transmitted to me in Nice the following
question: is it true that (insert result here)”, without attributing the conjecture to anyone. Sauer
kindly replied to my questions with interesting details: “When I proved that Lemma, I was very
young, and have since moved my interest more towards model theoretic type questions. Erdös
visited Calgary and told me at that occasion that this question had come up. But I do not remember
the context in which he claimed that it did come up. I then produced a proof and submitted it as
a paper. I did not know about that question before the visit by Erdös.” and “the only thing I can
contribute is that, I believe Weiss in Israel, told me that Shelah had asked Perles to prove such a
Lemma, which he did, and subsequently both forgot about it and Shelah then asked Perles again to
prove that Lemma.”.
3 In fact, Sauer gives the optimal bound (Dudley, personal communication.)
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