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Abstract

When compressed video is transmitted over erasure-prone channels, er-
rors will propagate whenever temporal or spatial prediction is used. Typi-
cal tools to combat this error propagation are packetization, re-synchronizing
codewords, intra-coding, and scalability. In recent years, the concern over so-
called “drift” has sent researchers toward structures for scalability that do not
use enhancement-layer information to predict base-layer information and hence
have no drift. In this paper, we propose alternative structures for scalability
that use previous enhancement-layer information to predict the current base
layer, while simultaneously managing the resulting possibility of drift. These
structures allow better compression efficiency, while introducing only limited
impairments in the quality of the reconstruction.

1 Introduction

Compressed video, which uses predictive coding algorithms and variable-length cod-
ing, is sensitive to network impairments since these can cause error propagation. A
single bit error or erasure can cause substantial degradation if no action is taken to
stop or limit the extent of error propagation. Motion compensation allows the error
to propagate both temporally and spatially. Because of this, there has been extensive
effort in the video community to design new techniques that limit the extent of error
propagation [1]. However, almost all attempts to limit error propagation decrease the
coding efficiency, some dramatically so. To ensure the best operation of the video
coder in an error-prone channel, the balance between resilience and efficiency must
be managed carefully.

Scalable coding algorithms create a partitioning of the compressed bitstream into
more and less important parts. This allows a natural combination with different
mechanisms to prioritize network transport, for example, marking less important
parts for early discard [2], applying unequal error protection [3], or facilitating rate-
matching between encoder and network [4] [5]. When used in conjunction with such



techniques, scalable video can be very resilient to network-introduced errors. However,
this comes at the price of reduced compression efficiency.

In the standards arena, MPEG-2 scalability allows 3 methods of introducing scal-
ability: SNR, spatial, and temporal [2]. The names can be somewhat misleading,
since a strict implementation of MPEG-2 SNR scalability (SNRS) uses a prescribed
one-loop encoder structure, while MPEG-2 spatial scalability (SS) using identical res-
olutions in the base and enhancement layer produces another form of SNRS using a
two-loop encoder structure. In this paper, we refer to MPEG-2 SNRS as the strict im-
plementation according to the standard, and MPEG-2 SS as either of the algorithms
using the MPEG-2 spatial scalability syntax.

H.263 and MPEG-4 scalability [1] have fewer options, limiting the encoder op-
tions to those that force no drift if only the base-layer signal is received. (Here, drift
is defined as the propagation of errors due to partial reception of the less impor-
tant enhancement-layer information. This is in contrast to the more general term
error propagation, which we use to include the result of partial reception of the more
important base-layer information.) MPEG-4 Finely Granular Scalability (FGS) [4]
further restricts the options by requiring that the encoding of the enhancement-layer
not use techniques that would introduce drift, although it does have the advantage
of bit-plane encoding.

In the research literature, Arnold et. al. [6] consider various loop structures de-
signed to eliminate drift. However, all their coders are less efficient than MPEG-2
SNRS. Taubman and Zakhor [7] use a prediction structure for bit-plane encoder which
does not use less important bit-planes of previous subbands to predict more important
bit-planes of the current subband. This can reduce compression efficiency but lim-
its error propagation. More recently there is continued effort on developing scalable
video coders, all of which focuses on tolerating absolutely no drift [8],[9].

While scalable video coding algorithms are becoming more efficient at compressing
the video, they lose compression efficiency because they ignore all enhancement-layer
information when predicting the base layer. In particular, experiments show that with
MPEG-2 SS, MPEG-4 and H.263 scalability modes all suffer from 0.5-1.5 dB losses for
every layer [2], [10]. In the recent development of FGS [4, 11|, the design process was
very concerned with the complete elimination of all drift. As a result, the algorithm
suffers severe compression inefficiency [12]. There have been some published attempts
to address the compression inefficiency [12], but these are also based on the principle
of tolerating no drift.

The recognition that the impact of errors in a one-layer coder can be probabilis-
tically characterized by the encoder has lead to range of methods, including those
of Wenger and Co6té [13], Zhang et. al. [14], and Wu et. al. [15]. The impact of er-
rors in a two-layer coder has also been probabilistically characterized in the encoding
process by Zhang et. al. in [16]. However, while they consider the impact of errors
in the enhancement-layer reconstruction, the encoder they optimize does not have
the option of allowing drift to enter into the base-layer reconstruction. Hence, their
scheme still has limited compression efficiency compared to a one-layer encoder.

Our work is based on the observation that if one can effectively manage error
propagation in both a one-layer encoder and a two-layer encoder that does not allow



the introduction of base-layer drift, it is possible to extend these techniques to an
encoder that does allow the introduction of drift into the base layer. Such an en-
coder will have greater compression efficiency for higher bit-rates, with only slightly
degraded resilience for the lower bit-rates.

In particular, despite the predominance of arguments in the literature maintaining
that systems should not be designed to allow drift, there is some evidence that drift
need not be eliminated completely. In Aravind et. al. [2], the MPEG-2 SNRS with
0.1% cell losses was invisible even when the base bit-rate was only 25% of the total
bit-rate. Further, in [17], the loop structure with only partial mismatch control
provided the best single-channel reconstruction quality for a given redundancy in a
motion-compensated multiple description video coder.

In this paper, we consider structures for managing drift in a scalable DCT-based
motion-compensated video coder. For a comprehensive management of drift, five
features are necessary. Partial management of drift is possible with different subsets
of these five features.

e First, there should be a means to introduce drift incrementally. This is straight-
forward to achieve by bit-plane encoding or by creating an embedded bitstream.
This will only be effective, however, if used in conjunction with a mechanism in
the transport provides more reliable delivery of the more important bit-planes
to the receiver. Examples can be found in [3] and [5].

e Second, there should be a way for the encoder to measure the drift being po-
tentially introduced, so it knows when drift is becoming significant.

e Third, there should be encoding options that can allow drift (ie, allow errors in
the enhancement-layer to propagate into the base layer), while simultaneously
keeping the amount of drift under control.

e Fourth, there should be a means to drastically reduce or eliminate drift without
the need for a full I-frame.

e Fifth, there should be a system-level optimization, designed to maximize ex-
pected quality across all expected receivers. Inherent to this optimization, there
must be some (possibly inaccurate) knowledge on the part of the encoder as to
how many errors the channel will introduce, and how those errors will be intro-
duced (gradually bit-plane by bit-plane, or suddenly when an entire packet of
high-priority data is lost).

In this paper, we purposely don’t consider structures like B-frames or P’-frames
(which are similar to B-frames without forward prediction, and which are enabled
by Reference Picture Selection (RPS) mode of annex N in H.263+ [1]), even though
these structures naturally reduce drift by having fewer predictions made from par-
tially correct data. Instead we focus on ways to manage drift within the predictive
framework of P-frames. B- and P’-frames can easily be incorporated into our system-
level structure, and indeed, a P’-frame is one way to limit the temporal extent of
error propagation without an I-frame, even for a one-layer encoder.
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Figure 1: Two-loop decoder with drift control

While we explicitly consider only hybrid block-based DCT approaches to layering
here, the basic ideas could also be applied to wavelet video coders that use some form
of motion-compensated prediction.

Section 2 presents the general scalable coder with drift control. In section 3
we present alternate optimization criteria for the scalable video encoder. Section 4
demonstrates that our coder performs better than three alternative encoders across
most of the range of channel bit-rates, even though our coder suffers marginal per-
formance degradation at the lowest bit-rates compared to the no-drift encoder alter-
natives.

2 Scalable DCT coder with drift control

The scalable DCT decoder with drift control shown in Figure 1 incorporates all five
components necessary for effective drift management. It takes three levels of input.
The base bits, with bit rate R,., are assumed to be always available. The first
part of the enhancement bits, with bit-rate R,y — R,., may not be received by the
decoder, but if received, are used to predict the next frame. The second part of the
enhancement bits, with bit-rate I%,, — R, s, may not be received, and is never used
to predict the next frame.

Both the decoder and the encoder maintain two frame memories. The coarse frame
memory depends only on the base bits and never drifts. The fine frame memory is
updated by first combining both motion compensated frame memories, and then
applying the base bits and the first part of the enhancement bits. The fine memory
drifts when some of these enhancement bits are lost.

Let pp. and p, s be motion-compensated predictions from the coarse and fine mem-
ories for macroblock n. For each macroblock, the drift compensation box on Figure 1
combines the coarse and fine predictions according to a macroblock type information.
The first option eliminates drift by taking the coarse prediction py,. only (as in FGS).
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Figure 2: Two-loop encoder with drift control

The second option allows drift by taking the fine prediction p,f only (as in MPEG-2
SNRS). The third option reduces — but does not eliminate — drift by averaging both
predictions (Pnc + Pnys)/2. For simplicity, we only consider here these three options;
introducing new combinations would naturally extend our scheme.

The scalable DCT encoder (Figure 2) tracks both frame memories under the
assumption that all bits are received by the decoder. The encoder makes several
decisions that affect the decoder drift in the fine memory. The first decision is the
selection of a combination mode for the drift compensation. The second decision
involves the number of bit-planes that might be used in the prediction loop; this is
accomplished by adjusting the quantization @)y relative to the final quantization Q).
A third technique could be to apply a filter to the prediction from the coarse loop
in order to smooth the discontinuities associated with prediction blocks that straddle
macroblock boundaries; we do not explore this latter possibility in this paper.

Different images have different trade-offs between efficiency and resilience as a
function of these drift control decisions. The encoder must make these decisions and
send this information to the decoder. The encoder makes these choices on a mac-
roblock basis with the goal of optimizing the total system performance as described
in section 3.

To minimize the influence of drift in general, we use an embedded coder (described
in section 4) to compress each individual frame. This allows more significant enhance-
ment layer bit-planes to be received and decoded even if the network does not have
sufficient bandwidth to send the entire enhancement layer. The base-layer VLC also
relies on arithmetic bit-plane coding, but could also be implemented using the usual
Huffman method. Macroblock type information and motion vectors are included in



the base layer. We use the same motion vectors in both the base and enhancement
layers.

3 Encoder optimization

The traditional (often implicit) optimization when designing a scalable coder is to
minimize the maximum possible distortion at the decoder, subject to the constraint
that the channel rate R is R, < R < R,. Typically, both R, and R, are known,
although neither the instantaneous channel rate nor the average channel rate in some
time interval is known. This maximum distortion is achieved for the minimum rate
R.. Thus, optimizing using this criterion leads to a prediction process that does not
tolerate any drift in the base layer. However, this also results in larger than necessary
distortions at rates near R,. We explore here some alternate criteria for optimization,
to achieve better compression at high rates without sacrificing too much quality at
lower rates.

One optimization criterion is to minimize the distortion at the highest rate, subject
to constraint that the drift at the lowest rate is kept below some value. This can be
expressed as min{D, } subject to D, < D, and the rate constraints

R. < R.and R, < R,. (1)

Here, R, and R, are the rates associated with the base bits, and all the bits, respec-
tively, and D, and D, are the distortions of the associated reconstructions.

An alternate optimization criterion is to minimize the distortion averaged across
all possible channel rates, subject to the rate constraints in (1). Determining the
average distortion, however, requires knowledge of the probability distribution of the
rates. This information is typically not available. However, a simple approximation is
to minimize a weighted distortion w.D. + (1 — w.) D,, subject to the rate constraints
in (1). The choice of w, is influenced by the application.

These two constrained optimizations can be solved by converting them to uncon-
strained Lagrangian optimizations. The unconstrained optimization problems will
have two or three Lagrange parameters, and can be solved using techniques similar
to those in [13, 14, 16].

We take a simpler approach at this time. With the desire to keep the amount
of drift limited, we decide how to code each macroblock based on the sum of the
absolute error of the three possible predictions: Sy, Sny and Spyp). If the drift
for this macroblock will be larger than some threshold, S,. > Ty.ip, We choose to
code the macroblock using the prediction (pn. + pns)/2. Otherwise, we choose the
prediction that has the minimum sum of the absolute error.

4 Results

We compare the performance of our proposed coder to three systems: a one-loop
encoder with no drift control, the encoder of Arnold et. al. [6], and a FGS encoder
[4]. All encoders use an identical embedded DCT coder for compression.
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4.1 Embedded DCT coder description

The DCT coefficients are first divided by the finest quantizer (),. The absolute value
of the integer quotient can always be represented using twelve bits. The coder pro-
cesses each block of 64 coefficients by iterating on the twelve bit-planes. It maintains
three binary adaptive Z-coder [18] for each layer: one for the base bits, one for the
first part of the refinement bits, and one for the second part of the refinement bits.
The upper bit-planes are encoded using the Z-coder associated with the base bits.
The lower bit-planes are encoded using a Z-coder associated with refinement bits,
according to the choices of Q./Q, and Q/Q..

Each bit-plane iteration processes each coefficient by coding whether the binary
representation of its absolute value contains a 0 or a 1 for the current bit-plane. The
sign bits are coded just after coding the first 1 of each coefficient. Such coeflicients are
named significant. Previous bit-plane coders [19, 20] take advantage of the wavelet
transform structure by coding decisions addressing the significance of entire coefficient
groups. The same result is achieved for zig-zag ordered DCT coeflicients by coding
a stopping decision after each significant coefficient. A positive stopping decision
indicates that none of the remaining coefficients will be significant after processing this
bit-plane. When it is known that some remaining coefficients are already significant,
there is no need to code the stopping decision.

The Z-coder represents probability distributions using context variables. These
variables are adapted after coding each binary decision. Each bit-plane is encoded
using its own set of context variables so that it can be decoded without knowledge
of the less-important bit-planes. Context variables might be reset after coding any
number of blocks, for instance after each frame, or after each network packet.

4.2 Comparisons

We use each encoder to create a single encoding, containing the base layer and 4 bit-
planes of enhancement-layer information. Each coder uses a fixed, identical, quantizer
in the base layer. In the current implementation, our proposed coder sets Q5 = Q.

To obtain the performance comparisons in Figures 3 and 4 for the sequences
Hall monitor and Foreman, respectively, we successively discard enhancement-layer
bit-planes and decode the remainder. The x-axis shows the decoded bit-rate, and
the y-axis shows the PSNR of the resulting decoder reconstruction as bit-planes are
discarded. Also shown is the performance of the one-loop encoder with no loss (solid
line). This provides an upper bound on the performance of the scalable coders.

The FGS coder performs poorly, especially for the mostly-still Hall sequence. The
one-layer decoder with drift suffers a 2.3-2.5 dB degradation at the lowest bit-rate,
compared to the drift-free Arnold and FGS decoders. Our proposed coder suffers
about 1.1-1.2 dB performance degradation at the lowest bit-rate, but outperforms
the other decoders almost everywhere. Our coder outperforms the Arnold coder for
bit-rates greater than about 60-80 kilobits per second, and it outperforms the one-
loop coder for all except the highest bit-rates. Table 1 shows the PSNR averaged
across different channel rates, assuming a uniform distribution of rates between the



—— one-layer no loss

— — one-layer drift
Armold

— - proposed

* FGS

I I I I I I I I I
50 100 150 200 250 300 350 400 450 500
Kbits per second

Figure 3: PSNR vs. rate for sequence Hall monitor.
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Figure 4: PSNR vs. rate for sequence Foreman.

smallest and the largest rate of the one-loop encoder. Although our implementation
currently uses a simple optimization strategy, it still outperforms the other coders
across the range of channel rates by 0.3-0.4 dB.
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